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The problem: need to
summarize multiple studies

 Scientific studies on a topic are often repeated on
different study system or with different methods

* New studies improve, expand, refine

* Problem:A method is needed to summarize
results from multiple studies



Traditional Approach: Review Article

* An expert in the field assembles studies published on
a topic, thinks about them carefully and (hopefully)
fairly, and then writes a review article summarizing
the overall conclusions reached.

e Reviews and comments on the current state of
thought and knowledge about a particular topic.

 What’s new? Propose new hypotheses, uncover
previously unnoticed relationships, and point to new
paths of research. If done right, advances field far
beyond a mere summary.

But, review articles often have bias and lack a quantitative method



Review Article Problems: Bias

Bias in who is
accepted or
invited to do
reviews also?
Only those at

"the top”?

R
\A

If you take a reasonable amount of
vitamin C regularly, the incidence of the
common cold goes down. If you get a
cold and start immediately, as soon as
you start sneezing and sniffling, the cold
just doesn't get going.

—— ,f(.nué pau/ing —

']“ AZQUOTES

/

. .ypothesized > daily doses vitamin C reduces risk of

contracting common cold

* Cited 30 studies in support, but no studies opposing (even
though many had been published)

* Not all reviews are so biased, but there are few rules
regarding selection of studies for review.

1986 book How to Live Longer and Feel Better, Linus Pauling (the only person to be awarded two unshared Nobel Prizes)



File-Drawer Problem and

Publication Bias

* Definition: possible bias in estimates and tests
caused by publication bias

e Statistically non-significant results are less likely to
be published (and thus included in meta-analysis)

* If they are published less likely in “top-tier”
journals, so possibly referened less

— =T

Refers to the unknown
studies sitting
unavailable in scientists’
file drawers or hidden in
obscure journals




Funnel plots: visual tool to examine bias

* Indication of the bias resulting
from small studies.

* A type of scatterplot
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Effect size (2)
Figure 1

Funnel plot of effect sizes for the relationship hetween song
complexity and reproductive success when using the multiple effect
size data set (data set A). Black and gray circles show published and
unpublished effect sizes, respectively. Solid and dotted lines show
mean effect sizes before and after controlling for publication hias, in
which theoretical missing data points (open circles, n = 12} were
added to adjust funnel plot asymmetry.

Soma and Garamszegi (2011) used the Trimfill algorithm to fill in hypothetical missing studies

in the funnel plot to achieve theoretical symmetry.



Conventional to plot treatment effects on X and measure of
study size on Y, but it’s ok to flip them (you just get a funnel on

the side)

Effect size (r)
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plot(effect sizes ~ sample size, data=mydata)



Funnel plots: visual tool to examine bias

SE of log OR
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* A type of scatterplot that shows relationship between
treatment effects estimated from individual studies vs. a
measure of study size (sometimes N, sometimes other

measures)

* No bias=symmetrical, inverted funnel

* If no bias, results from small studies should scatter widely
the bottom with spread narrowing among larger studies
(creating a funnel)

Sterne, Jonathan AC, and Roger M. Harbord. "Funnel plots in meta-analysis." The stata journal 4.2 (2004): 127-141.



Funnel plots: visual tool to examine bias

O Smaller studies, unpublished missing
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* The smaller studies are missing from meta-analysis

* Yes bias=asymmetrical funnel

 The more pronounced the asymmetry, the more likely it is
that bias is substantial

Sterne, Jonathan AC, and Roger M. Harbord. "Funnel plots in meta-analysis." The stata journal 4.2 (2004): 127-141.



Publication Bias and Fail-Safe Number

* Assess publication bias by trying to estimate number of
“missing” studies needed to change results

* Calculates how many missing studies (e.g. unpublished or
unavailable) would be needed to change the overall result
of the meta-analysis

 Large fail-safe #: suggests conclusion of meta-analysis is
reliable

* Small fail-safe #: suggest conclusion of meta-analysis is
less reliable




Fail-safe number & publication
0l1as

Fail-safe number
The fail-safe number calculates how many

missing studies would be needed to change " T D5

the overall result of the meta-analysis. g i

Vila et al (2011) estimated the number of %

studies that would have to be added to - o ubls pbna bebavior (1,1, 10

change the results of their invasive plant e RS EEA P

meta-analysis from significant to non- e | Anena

significant as 37,689. This was too S S ————rc e
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production; other lines are effects on native ¢ -« i o0 o'
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Review Article Problems

* Lacks a quantitative method

* Lack of a quantitative summary of research
findings.

* Reviews don’t tell us about how large the effect is.
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Vote Counting

* Meta-analysis is valuable because it is more reliable
than one alternative called “vote counting”

e How it works:

* Divide studies into 2 categories based on if they do or do
not statistically support a given hypothesis

* Count the proportions of studies “voting” for or against
hypothesis

* E.g.“4 out of the 5 studies show.....”

* What if those 4 studies are all small with low power
and bad experimental design and the 5% is the only
well-designed study with power?



Limitations with vote counting

* Counting only statistically significant studies ignores all the quantitative
information about the magnitudes of effects.

* Too conservative. “Votes” are affected by the power of individual
studies, which may be weak.

 Significance level by itself doesn’t indicate whether two or more studies
obtained the same outcome.

* Magnitude of the effect is downplayed.
 Difficult to quantify effects of publication bias.

* Unable to weigh effect of studies differing in sample size, and therefore
power.
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What is meta-analysis?

* The “analysis of analyses”

e Statistical synthesis of results from a series of
studies (Borenstein et al 2009).

e Data from more than 1 study to be combined and
analyzed as a new dataset



What is meta-analysis?

* Compiling all known scientific studies estimating an
effect (“systematic review”) and quantitatively
combining them to give an overall estimate of the
effect.

* Allows us to generalize. It lets us determine how
frequent, how important, and how consistent effects
are across a variety of systems.

e Gets past occasional sensational result (the one you
read about in the newspaper) to an objective
assessment of all the evidence.



Forest Plot

THAT JERK 1S
ALWAYS THROWING

HIS WEIGHT
AROUND!

hildabastian.net

-
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&
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Diamond represents the most important part of the plot.
The point estimate and Cl when combine and average all
the individual studies together




Forest Plot

* Originated in medical research, all studies on same
species (humans).

* Ecologists and evolutionary biologists attempt to
generalize across a much wider range of species
and systems.

* More challenging than studies carried out on a
single species (e.g., humans).



Forest Plot

e Tutorial on how to read a forest plot

* https://s4be.cochrane.org/blog/2016/07/11/tutorial-
read-forest-plot/

* YouTube
* https://www.youtube.com/watch?v=Pxs0gl3hRKE



https://s4be.cochrane.org/blog/2016/07/11/tutorial-read-forest-plot/
https://s4be.cochrane.org/blog/2016/07/11/tutorial-read-forest-plot/

Forest Plot
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Why are some squares big vs small size?
Size of point representing the effect measure
is proportional to the study weight in the
meta-analysis

Fixed or random

Effect measure
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https://toptipbio.com/forest-plot/



Why are some squares big vs small size?
Size of point representing the effect measure
is proportional to the study weight in the
meta-analysis

Fixed or random

Effect measure
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No cognitive declines Cognitive decline
/ Overall odds ratio

Line of no effect (often 0 or 1)
If each individual study’s Cl don’t cross this line, then the results are significant
If diamond doesn’t cross this line, yes results are significant overall




Forest Plot
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Steps of a meta-analysis

Overview

1. Define the question and scope

2. Literature search, systematic review, gather data

3. Calculate an effect size that can be combined across
studies to produce a quantitative summary of the
findings.

4. Statistical inference on average effect size

5. Look for effects of study quality.

6. Look for associations with variables that might

explain heterogeneity of effect sizes among studies.



Step 1: Define the question and scope

Question
* A narrow question applied to a homogeneous group?
“Does aspirin reduce incidence of myocardial infarction?”

* Or a heterogeneous set of studies or variables?

“How much genetic variation exists in populations for
behavioral traits?”

Scope
* What to include?
* Only experiments with controls and randomization?
* Only replicated experiments?
* Only experiments with blinding?

* It may be best to adopt a reasonably wide scope and

investigate later whether differences between methods
lead to different effects overall.



Step 2: Literature search gather data

 Make it exhaustive to reduce bias.

* Easily-found studies are different from those that we cannot find
easily.
e Studies finding large, statistically significant effects are more

likely to be published, more likely to be in “first-rate” journals,
and more likely to be referenced in other articles.

* Statistical techniques exist to account partially for publication bias
(funnel plots) but they do not replace an exhaustive survey.

e Decide whether to (hold your nose and) include studies of
apparently poor quality.

* Caution: Failure to have well-defined criteria can lead to bias
(we are more likely to discard a poor study if it disagrees with
our pet hypothesis).
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Step 3: Calculate Effect Size

* Calculate an effect size that can be combined across
studies to produce a quantitative summary of the
findings

* Correlation coefficient r: commonly used though not
always ideal, because effect size depends on the range
of the data.

e Odds ratio: used in highly homogeneous studies (e.g.,
in tests of aspirin and myocardial infarctions).

* Response ratio: R = Y; /Y. or log of response ratio:
In(R)

e Standardized mean difference, Cohen’s d, or Hedges’ g



3. Continued

e Standardized mean difference, Cohen’s d or
Hedges’ g:
Vg — V¢
g = J(m)
Spooled
s is the pooled sample variance and J(m) is a small-

sample bias correction.
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Step 4: Statistical Inference on average
effect size

e Fixed-effect models*

e Assume one true effect size that underlies all
studies

 Random-effects (mixed) models
 Effect size varies among studies

*Common in mostly only medical studies



Fixed effect models

e Assumes

* 1 true effect size that underlies all the studies in the
analysis

 Sometimes called the “common-effect” model (not
plural effects)

* Multiple studies have the same mean, differing only
because of sampling error.

* |f every study were infinitely large, every study would
vield an identical result.

* No heterogeneity among the studies.

When to use it? Most common in medical studies. Perhaps never
justified unless all studies conducted similarly and on the same
species. This is rarely the case in ecology and evolution.



Random (mixed) effects models

* Random variation is present among means of studies in
addition to sampling error.

* Individual studies are therefore estimating different
treatment effects.

 Most interest is focused on the central value, or mean,
of the distribution of effects.

* The idea of a random effects meta-analysis is also to
understand the distribution of effects across different
studies.




Random vs Fixed in Meta-Analysis

* Difference between random vs. fixed effects in meta-
analysis affects how each study is weighted when
calculating the average effect size over all studies

* We will do this in the workshop



If you want more information...

Research
Research Article Synthesis Methods
Received 1 December 2009, Revised 19 August 2010, Accepted 25 August 2010 Published online in Wiley Online Library

(wileyonlinelibrary.com) DOI: 10.1002/jrsm.12

A basic introduction to fixed-effect and
random-effects models for meta-analysis

Michael Borenstein?*7, Larry V. Hedges®, Julian P.T. Higgins®
and Hannah R. Rothstein®

There are two popular statistical models for meta-analysis, the fixed-effect model and the random-effects model. The
fact that these two models employ similar sets of formulas to compute statistics, and sometimes yield similar estimates
for the various parameters, may lead people to believe that the models are interchangeable. In fact, though, the models
represent fundamentally different assumptions about the data. The selection of the appropriate model is important to
ensure that the various statistics are estimated correctly. Additionally, and more fundamentally, the model serves to
place the analysis in context. It provides a framework for the goals of the analysis as well as for the interpretation of
the statistics.

In this paper we explain the key assumptions of each model, and then outline the differences between the models.
We conclude with a discussion of factors to consider when choosing between the two models. Copyright © 2010 John
Wiley & Sons, Ltd.

Keywords: meta-analysis; fixed-effect; random-effects; statistical models; research synthesis; systematic reviews

https://www.meta-analysis.com/downloads/Intro_Models.pdf
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Step 5: Look for effects of study quality

* For example, are effect sizes different on average
between studies that included blinding and those
that did not?



Step 6: Look for associations with variables

* Look for associations with variables that might
explain heterogeneity of effect sizes among studies.

* For example, does the average effect size differ
between studies carried out on women subjects
and those on male subjects?
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Availability of Data

Many published papers do not report enough
information for meta-analysts to extract the
numbers that they need.

* As a result, many otherwise relevant papers
have to be discarded.

* Don’t let this happen to your work.

Be the change you wish
to see in the worla.




Availability of Data

* Always give sizes of effects and their standard
errors. A P-value by itself is useless.

e Give estimates of the means and standard
deviations of the important variables.

* Always indicate your sample sizes and/or
degrees of freedom.

* Make the data accessible. Publish the raw data
in the paper or deposit to an online archive
such as Dryad.



Availability of Data

* Consider a meta-analysis for your first thesis
chapter. Often, the first chapter of a thesis is a
review of the literature. If your review is a
systematic review, and you kept track of the
important quantities and feature of each study,
you may have enough for a quantitative
component —a meta-analysis.



Optional Extra Sides on
Useful Blog:5 Tips for
Understanding Data in
Meta-Analysis

https://absolutelymaybe.plos.org/2017/07/03/5-tips-for-
understanding-data-in-meta-analyses/



5 Tips for Understanding Data in
Meta-Analysis

1. Don’t jump to conclusions without looking at
context and perspective

2. Don’t loose sight of what data is not included

3. Check for heterogeneity (studies are too
different)

4. See if a few results have extra leverage
5. Be careful of "vote counting”

https://absolutelymaybe.plos.org/2017/07/03/5-tips-for-
understanding-data-in-meta-analyses/



Optional Extra Details
and Slides on best
practices for meta-

analysis
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Preferred Reporting Items for Systematic Reviews and
Meta-Analyses: The PRISMA Statement

David Moher™2*, Alessandro Liberati®*, Jennifer Tetzlaff', Douglas G. Altman®, The PRISMA Group'’

10ttawa Methods Centre, Ottawa Hospital Research Institute, Ottawa, Ontarlo, Canada, 2 Depa

of Epidemiology and G ity Medicine, Faculty of Medicine,

University of Ottawa, Ottawa, Ontario, Canada, 3 Universita di Modena e Regglo Emilia, Modena, Italy, 4 Centro Cochrane Itallano, Istituto Ricerche Farmacologiche Mario
Negri, Milan, ltaly, 5 Centre for Statistics in Medidne, University of Oxford, Oxford, United Kingdom

Introduction

Systematic reviews and meta-analyses have become increasingly
important in health care. Clinicians read them to keep up to date
with their field [1,2], and they are often used as a starting point for
developing clinical practice guidelines. Granting agencies may
require a systematic review to ensure there is justification for
further research [3], and some health care jounals are moving in
this direction [4]. As with all research, the value of a systematic
review depends on what was done, what was found, and the clanty
of reporting. As with other publications, the reporting quality of
systematic reviews varies, limiting readers’ ability to assess the
strengths and weaknesses of those reviews.

Several early studies evaluated the quality of review reports. In
1987, Mulrow examined 50 review articles published in four leading
medical journals in 1985 and 1986 and found that none met all eight
explicit scientific criteria, such as a quality assessment of included
studies [5]. In 1987, Sacks and colleagues [6] evaluated the adequacy
of reporting of 83 meta-analyses on 23 characteristics in six domains.
Reportng was generally poor; between one and 14 charactenstics
were adequately reported (mean =7.7; standard deviation =2.7). A
1996 update of this study found little improvement [7].

In 1996, to address the suboptimal reporting of meta-analyses,
an international group deweloped a guidance called the
QUOROM Statement (QUality Of Reporting Of Meta-analyses),
which focused on the reporting of meta-analyses of randomized
controlled trials [8]. In this article, we summarize a revision of
these guidelines, renamed PRISMA (Preferred Reporting Items
for Systematic reviews and Meta-Analyses), which have been
updated to address several conceptual and practical advances in
the science of systematic reviews (Box 1).

clinicians, medical editors, and a consumer. The objective of the
Ottawa meeting was to revise and expand the QUOROM
checklist and flow diagram, as needed.

The executive committee completed the following tasks, prior to
the meeting: a systematic review of studies examining the quality
of reporting of systematic reviews, and a comprehensive literature
search to identify methodological and other articles that might
inform the meeting, especially in relation to modifying checklist
items. An international survey of review authors, consumers, and
groups commissioning or using systematic reviews and meta-
analyses was completed, including the Intemational Network of
Agencies for Health Technology Assessment (INAHTA) and the
Guidelines Intemational Network (GIN). The survey aimed to
ascertain views of QUOROM, including the merits of the existing
checklist items. The results of these activities were presented
during the meeting and are summarized on the PRISMA Web site
(http:// www prisma-statement.org/).

Only items deemed essential were retained or added to the
checklist. Some additional items are nevertheless desirable, and
review authors should include these, if relevant [10]. For example,
it is useful to indicate whether the systematic review is an update
[11] of a previous review, and to describe any changes in
procedures from those described in the oniginal protocol

Citation: Moher D, Liberati A, Tetzlaff J, Altman DG, The PRISMA
Group (2009 Preferred Reporting Items for Systematic Reviews and Meta-
Analyses: The PRISMA Statement. PLoS Med 6(7: e1000097. dok10.137V/
Joumalpmed.1000097

Published July 21, 2009

Copyright: © 2009 Moher et al. This ks an open-access artide distributed under
the terms of the Creative Commons Attribution License, which permits
unrestricted use, distribution, and reproduction in any medium, provided the
original author and source are credited.

http://www.prisma-statement.org/



http://www.prisma-statement.org/

Check out this webpage

* PRISMA: Preferred Reporting ltems for Systematic
Reviews and Meta-Analysis

e Different flow-charts on systematic review process
are available depending on the type of review (new
or updated) and sources used to ID studies

http://prisma-
statement.org/PRISMAStatement/FlowDiagram.aspx?AspxAutoDetectCoo
kieSupport=1#:~:text=The%20flow%20diagram%20depicts%20the,and%?2
Othe%20reasons%20for%20exclusions.



http://prisma-statement.org/PRISMAStatement/FlowDiagram

PRISMA 2020 flow diagram for new systematic reviews which included searches of databases and registers only

[ Identification of studies via databases and registers ]
'
Records removed before
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Reason 3 (n =)
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Studies included in review
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Reports of included studies
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*Consider, if feasible to do so, reporting the number of records identified from each database or register searched (rather than the
total number across all databases/registers).

**If automation tools were used, indicate how many records were excluded by a human and how many were excluded by
automation tools.

From: Page MJ, McKenzie JE, Bossuyt PM, Boutron |, Hoffmann TC, Mulrow CD, et al. The PRISMA 2020 statement: an updated
guideline for reporting systematic reviews. BMJ 2021;372:n71. doi: 10.1136/bmj.n71

For more information, visit: http://www.prisma-statement.org/




PRISMA Checklists

e 27-item checklist addressing the
intro,methods,results, and discussion sections of
what to include in a meta-analysis paper

* http://prisma-
statement.org/PRISMAStatement/Checklist



Meta-analysis of

open datasets

comment

How to do meta-analysis of open datasets

The amount of open data in ecology and evolution is increasing rapidly, yet this resource remains underused. Here,
we introduce a new framework and case study for conducting meta-analyses of open datasets, and discuss its

benefits and current limitations.

Antica Culina, Thomas W. Crowther, Jip J. C. Ramakers, Phillip Gienapp and Marcel E. Visser

n recent decades, the meta-analysis

approach has emerged as the most valuable

avenue for scientific progress, along with
empirical studies and theoretical models'”.
Traditional meta-analysis combines results
from a number of studies (ideally ally
conducted on the same research question,
to statistically summarize findings, evaluate
discrepancies and detect generalizable
effects’, The ability to defect overarching
patterns makes meta-analyses extremely
relevant o evolutionary ecology, which is
characterized by highly complex systems,
h i and variable

and gain a comprehensive understanding
of the available information has never been
greater’. Yet, unlike other scientific fields,
this resource remains relatively unexploited
in the field of ecology and evolution ™t

Data retrieval for meta-analysis
Here, we describe how to transparently
retrieve and select data, when the
information retrieval starts from published
(open) datasets, rather than from published
studies. Our standard is based on existing
guidelines for the information retrieval in
cologicalfevolutionary met pens,

‘methodologies™.

Systematic advances in the meta-analysis
approach over the past decade have been
intended to improve the transparency,
replicability, reliability and impact of data
synthesis efforts”*~, However, despite these
advances, the major outstanding limitation
of any synthesis remains the challenge
of accessing a comprehensive range of
available data on the topic’. Conventionally,
‘meta-analyses are conducted using effect
sizes (that is, measure of the strength and
direction of effects) extracted from the
values reported in published studies. These
‘meta-analyses are often limited to studies
that focus specifically on the topic of interest
(we term these ‘target studies’). However,
awealth of useful data is often available
in various ‘non-target studies’ that have
attained relevant information to address
ditferent research questions. Additional data
from non-target studies can enhance the
statistical power of meta-analyses (a fact that
has been widely accepted and embraced in
‘medical research’), as well as considerably
reduce current issues with biased effect sizes.
These data can be used either on their own,
orina combination with data from target
studies. Until now, the complex and variable
research landscape in ecology and evolution
has restricted such data ingestion from non-
target studies. However, the increase in data
‘made openly accessible, as now required by
‘many journals, is transforming our capacity
to access, evaluate and use raw data from
both target and non-target studies. Hence,
our potential to survey the data landscape

NATURE ECOLOGY & EVOLUTION| YOL 2| JULY 2018 1053

but adapted specifically for open data. The
retrieval and selection process should be
highly transparent — we provide a checklist
of the information that needs to be recorded
(Table 1). This information should ideally be
supported by the Preferred Reporting ltems
for Systematic Reviews and Meta-Analyses'"
diagram (Supplementary Fig, 1).

Tn the first step of the approach (Step 1),
researchers need to identify the type of

data needed to answer the meta-analysis
question (or test hypothesis), set appropriate
exdusion/inclusion criteria and choose

the search terms (used in a search for the
relevant data). This is followed by the data
search. In evolutionary ecology, datasets are
usually scattered across various repositories
(for exarnple, Dryad, Figshare, Zenodo) or
published in the supplementary materials
assoctated with a paper. Thus, an effective
search should be conducted using data-
harvesting platforms that crawl through
many different research data repositories
that host research data (like Web of Science
crawls through journals in a search for
articles); some also explore supplementary
‘materials of published papers for additional
information, A complete overview of how
to navigate the data landscape by using data
search platforms can be found in ref. . We
suggest using DataCite, BASE search engine
and DataONE (see Box 1). The original
search terms usually need to be adjusted
according to the output of the initial

Table 1] Checklist of the main steps in conducting meta-analysis that starts from datasets

Step

What to record (report)

Step 1; what type of data are neaded and where/
1ow to obtain them?

Step 2: seraening the results according tothe
meta-data provided (keywords, dataset i,
description of the dataset and/or subject area)
Step 3: open and screen remaining datasets

Step 4 detailed examination of the datasets
Contacting the authors of the dataset about

missing/unclear information

Step 5: calculate the effect sizes

Step 6: contact the authors to checkif they agree
with the approach

Step 7: conduct the statistical part of meta-

Research question/questions
The exact sxclusion/inclusion criteria
Platformis) used in search

Search terrms and syntax (for every platforr;
whetfier and how search tems were adjusted)
What meta-ata screening was based on
Nurmber of excluded resuits

Reasons for exclusion (optional)

Nurnber of excluded results
Reasons for exclusion (optional)

Nurnber of excluded results

Reasons for exclusion

Whether the autfiors were contacted and with
what outcome

Statistical procedures to calculate effect sizes
Contact letter, author responses, dates of contact
Detasets excluded based on autiors' feedback
and reasons why

The dataset used in mete-analysis

Exact moddls/formulas

anelysls

alure cor/hatecoleval

complies with the current
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Workshop Thurs

See the “Meta-analysis” tab in R Tips page for help getting
started prior

https://www.zoology.ubc.ca/~schluter/R/Meta.html

Doing Meta-Analysis in R Blog
https://bookdown.org/MathiasHarrer/Doing_Meta_Analysis_in_R/pub-bias.html



Workshop Thurs

* Use dedicated packages for meta-analysis available in R
(e.g., metafor).

* Imer() in Imed package can’t be used for random effects
meta-analysis in R, because it won’t calculate the
necessary weights.



Workshop Thurs

Aggressive bibs in sparrows:

* Data: Investigates relationship between male sparrow bib
(black throat patch) and male size, behaviour, and
reproductive success

1. Do as a fixed-effect meta-analysis

2. Do as a random-effects meta-analysis

3. Use metafor() package to compare published vs. un
published studies
* Funnel plot
* Forest plot



Workshop Thurs

Latitudinal diversity gradient

* Data:There are > species in tropics than temperate zone,
but how strong and general is this pattern? Meta-analysis
to examine relationship between diversity and latitude.

* Uses metafor() package to compare latitudinal gradients



R toolkit for meta-analysis?

Methods in Ecology and Evolution

Methods in Ecology and Evolution2016, 7,323-330 doi: 10.1111/2041-210X.12472
APPLICATION

Facilitating systematic reviews, data extraction and
meta-analysis with the METAGEAR package forrR

Marc J. Lajeunesse*

Department of Integrative Biology, University of South Florida, 4202 East Fowler Avenue, Tampa, FL 33620, USA

Summary

1. The r package ecosystem is rich in tools for the statistics of meta-analysis. However, there are few resources
available to facilitate research synthesis as a whole.

2. Here, I present the METAGEAR package for r. It is a comprehensive, multifunctional toolbox with capabilities
aimed to cover much of the research synthesis taxonomy: from applying a systematic review approach to objec-
tively assemble and screen the literature, to extracting data from studies, and to finally summarize and analyse
these data with the statistics of meta-analysis.

3. Current functionalities of METAGEAR include the following: an abstract screener GUI to efficiently sieve biblio-
graphic information from large numbers of candidate studies; tools to assign screening effort across multiple col-
laborators/reviewers and to assess inter-reviewer reliability using kappa statistics; PDF downloader to automate
the retrieval of journal articles from online data bases; automated data extractions from scatter-plots, box-plots
and bar-plots; PRISMA flow diagrams; simple imputation tools to fill gaps in incomplete or missing study
parameters; generation of random-effects sizes for Hedges’ d, log response ratio, odds ratio and correlation coef-
ficients for Monte Carlo experiments; covariance equations for modelling dependencies among multiple effect



