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Office Hours Announcements
• Beth this week
• Wednesday March 8th: 3:30-4:30pm (Zoom link on left 

tab of Canvas home page)
• Thursday March 9th: 12-1pm (in person) AERL #245

• Avery this week
• Tuesday (today) 3-4pm Tuesdays (in person, DMP #101)

• Avery next week
• Tuesday 3-4pm (DMP #101)
• Wednesday 1-2pm (BRC #336)
• Friday 1-2pm (BRC #336)

Can also email either of us for an appointment. Suggest 3 
specific dates/times and we will pick one



Assignment #2



Jamboard Anonymous Poll

• Red/pink sticky= I haven’t found a dataset yet
• Yellow sticky=I have a dataset and know if I’m using 

glm, lm, or lme
• Green sticky=I have a dataset, know model type I 

am doing, and have started model analysis in R

What is the status of your Assignment #2?

https://jamboard.google.com/d/1sCCkvR55TNRlOSleHw_MGmKcEFG-fxiKxgE-
0pEQtdc/edit?usp=sharing



• Linear, mixed, or generalized linear model in R. You 
can choose which type of linear model to use, as long 
as it is appropriate for your dataset.
• FixedàLm, glm, gam
• MixedàLME, GLMM, GAMM

• Only 1 response variable 
• At least 1 categorical factor
• Include at least 1, and no more than 2, additional 

explanatory variables

Self-assessment with rubric prior 
to turning it in or do a peer-review

Assignment #2: Due 18 March @9pm



How to find data for Assignment #2

• Ask labmates, supervisor, other grad students for data
• Extract data that was used for something else other than a linear 

model
• “How to find data for practicing R.docx”/ Assignment #2 on 

Canvas
• Not ok to redo a figure that’s already published and analyzed as a 

linear model, but you can extract data from published paper that 
was used for something else

• Don’t use simulated data
• Yes it’s ok, if it’s your own thesis data, undergrad data

Find your dataset asap. Ask us if you have questions sooner rather than later



Outline
• The problem of model selection

• Goals of model selection

• AIC Criterion

• Forwards vs backwards selection strategies

• Search strategies: dredge() and stepAIC()

• Several models may fit equally well

• The Science Part: formulate a set of candidate models

• Review model selection with linear models (full vs reduced)

• Workshop Prep



All models have error.
Models are simplified representations with assumptions.

“Essentially, all models are 
wrong, but some models are 

useful.”



You can make a line for any model, 
but that doesn’t mean that specific 

line is a good fit (or the only fit).

All models have error.



Take Home Point

• Be transparent on the model selection process, 
packages used, and why parameters were included 
or excluded
• Your model selection and choice of parameters 

should make biological sense with thought ahead 
of time on which parameters are meaningful
• Think about experimental design ahead of time—

can you minimize confounding factors
• Data analysis should follow your question design 

and experimental design

It’s a grey area—there is no “right” answer 



LME model (X,Y, both numerical)

1. Fit null (reduced model)
• null.model<-lme(y~x,random=~x|animal, data=mydata)
• Assess model fit-”Is it linear”?

• anova(null)

2. Fit full (+factor1 model) that only varies by adding this 1 fixed factor
• model1<-lme(y~x+fixed factor1,random=~x|animal, data=mydata)
• Assess model fit- “Is it linear”?

• anova(model1)
3. Compare hierarchically nested models with LRT test and choose lowest 

AIC if p is sig
• Anova(null,model1) – “Which model is better?” or “Does adding this 

fixed factor improve the model better than the null model?”

You have already done model selection 
with LME models



Reduced vs full models

• Nested models:*Reduced vs. full models are 
referred to as “nested models”, because the one 
contains a subset of the terms occurring in the 
other. 
• Non-nested models: Models in which the terms 

contained in one are not a subset of the terms in 
the other are called “non-nested” models. 
• **Don’t confuse this with nested experimental 

designs or nested sampling designs.



#1.scatter plot (examine data)
 plot(y ~ x, data = mydata) 
#2. Fit linear model 
 model1<- lm(y ~ x, data=mydata)
#3. Extract coefficients and information from the model
 summary(model1) and model1$coefficients
#4.Add model line to scatter plot above

abline() or lines() or ggplot()
Plot CI with visreg()
predict()

#5. Test model fit with anova
 anova(model1)
#6. Look at model assumptions (diagnostics)
 plot(model1)
#7. Predict() new data from model line (in workshop)

Example of model 
comparison with lm 
(fixed effects only)



Goals of model selection 

• A model that predicts (from new data) well
• Cross-validation is one option

• A model that approximates the ‘true’ relationship 
between the variables.



Goal is to balance goodness of fit 
with simplicity

• If a model includes too many predictorsàcommon 
issue could be overfitting
• Gives good predictions to training data but poor 

predictions when applied to new data model not trained 
on
• Low bias but high variance

• If a model includes too few predictorsàcommon 
issue could be underfitting
• Gives poor predictions 
• Low variance but high bias



• Parsimony principle: Fit no more parameters than 
is necessary. If two or more models fit the data 
almost equally well, prefer the simpler model. 

• “models should be pared down until they are 
minimal adequate” 
     -- Crawley 2007, p325

The problem of model selection



Crawley R Book: Ch 9 Statistical 
Modelling

Additional resources



• Using stepwise elimination or addition of terms, is a 
common practice 
• Fitting a multiple regression with many variables, 

cycle of adding/deleting model terms and then 
refitting. 
• Continue until only statistically significant terms 

remain

The problem of model selection: 
Stepwise multiple regression



• Stepwise multiple regression yields a single, final 
model, the “minimum adequate model.”(MAM) or 
“best fit model”

• But is this a good idea? Does it really yield the best 
model? (Discussion and paper today)

The problem of model selection: 
Stepwise multiple regression



• Start with null model containing no predictors 
(reduced or ‘empty model’)
• Add significant predictors to the model, one-at-a-

time 
• Each cycle compare full vs. reduced

Forwards stepwise selection 



• Start with full model containing all predictors (all 
parameters, variables included)
• Remove nonsignificant predictors to the model, 

one-at-a-time 
• Each cycle compare full vs. reduced
• Dredging is an example

Backward stepwise selection 



Backwards vs. Forwards Model 
Selection

• Some people prefer to use backwards model 
selection for “exploratory” analysis and forwards 
model building when you have more prior 
knowledge on what may or may not be a factor
• Some disciplines have standard ways of model 

building

• But it’s a grey area—very few hard and fast rules 
across multiple disciplines



Does stepwise elimination of terms actually yield the 
“best” model? 

• What criterion are we actually using to decide which model 
is “best”?
• Each step in which a variable is dropped from the model 

involves “accepting” a null hypothesis. 
• What happens if we drop a false null hypothesis? 
• How can a sequence of Type 2 errors lead us to the 

“best” model?
• How repeatable is the outcome of stepwise regression? 

With a different sample, would stepwise elimination bring 
us to the same model again? 
• Might models with different subsets of variables fit the data 

nearly as well?



Data dredging



What is dredging on a boat?

Pull up everything in the net and let’s see what we get



What is dredging data? 
(backwards model selection)
• Extensive automated search 
• Not have any hypotheses to help guide search and 

model building 
• Is there any good, a priori reason to a term/model 

among the set of candidate models to evaluate?

P-hacking usually refers to the dragging of statistical significance out of data related to one or more hypotheses of interest,
data dredging is the extensive search for significant relationships in a dataset without necessarily having specific hypothesis 
in mind

Next: Example of combining 
data dredging with cross-

validation 



Can we predict foraging success in fur seals 
from a wide variety of TDR variables? 

• GLMM/GAMM analysis with animal random factor
• Utilize historical TDR databases
• Dredged

Volpov et al 2016 Biology Open

Example of combining data dredging and backwards model selection with cross-validation 



Volpov et al 2016 Biology Open

Note that the “best” models are in bold, but all models are 
shown, so not focusing on only a single model 

Used AICc for small sample size correction



Volpov et al 2016 Biology Open

Descent rate was the ‘best’ predictor of the probability of a dive 
that had prey present (but all models are presented in table)



Cross-validation



Cross-validation 
• You can also do a variety of cross-validation experimental 

designs to test predictions
• Training dataset: build model on this data
• Testing or validation dataset: test model predictions on this 

new data
• Split data into training and testing dataset 
• Train model on 3 animals, and Hold-out 1 animal to test 

model
• Randomly subset  50% of each animal’s data points to 

put in test or train

Optional additional example on cross-validation



Example of Cross-validation and forwards model selection

Optional additional example on cross-validation

Can head accelerometers predict 
prey capture success in foraging fur 

seals?

Volpov et al (2015, PLOSONE)

This is a contingency table 
or confusion matrix below



• LME model analysis with animal as random factor
• Split data into training and testing dataset 

• Randomly subset  50% of each animal’s data points to put in test 
or train

• Training dataset: build model on this data
• Testing or validation dataset: test model predictions on this new 

data



Results of GLMM paper that us

• Some head movements recorded by the 
accelerometers were unrelated to prey 
• 1 peak in acceleration did not always indicate 1 

prey item. 
• Accelerometers are a complementary tool for 

investigating foraging behaviour in pinnipeds, but 
that detection and FP correction factors need to be 
applied for reliable field application. 



Pros and Cons of Cross-validation

• Pros
• Assesses ability to predict on new data

• Cons
• Takes more time in analysis and data collection
• Reduces samples/animals that model is trained on

• Some scientists don’t really want to know their 
model has very low ability to predict on new data



What determines prediction 
errors?

• Prediction errors result from both bias and sampling 
variance (sampling error) in model parameter estimates. 
The effects of bias and sampling varianve are inversely 
related (the bias-variance tradeoff).
• The coefficients of the simplest model are likely to be 

biased, because the true relationship is likely to be more 
complex. But the coefficients of a simple model have 
relatively low sampling error (low sample variance) 
compared to a more complex model. 
• The coefficients of complex models have lower bias (their 

long-run averages are close to their true values), but the 
coefficients of complex models have high sampling error 
(high sample variance).
• Prediction error is typically minimized somewhere in 

between.



Workshop



Workshop Thurs: Model Selection

• Scaling of basal metabolic rate (BMR) in mammals
• Savage et al. (2004, Functional Ecology 18: 257-282)

• Bird abundance in forest fragments
• Example with data dredging


