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The objective of science is to understand the natural world; we argue that prediction is the only way to demonstrate scientific 
understanding, implying that prediction should be a fundamental aspect of all scientific disciplines. Reproducibility is an 
essential requirement of good science and arises from the ability to develop models that make accurate predictions on 
new data. Ecology, however, with a few exceptions, has abandoned prediction as a central focus and faces its own crisis of 
reproducibility. Models are where ecological understanding is stored and they are the source of all predictions – no prediction 
is possible without a model of the world. Models can be improved in three ways: model variables, functional relationships 
among dependent and independent variables, and in parameter estimates. Ecologists rarely test to assess whether new 
models have made advances by identifying new and important variables, elucidating functional relationships, or improving 
parameter estimates. Without these tests it is difficult to know if we understand more today than we did yesterday. A new 
commitment to prediction in ecology would lead to, among other things, more mature (i.e. quantitative) hypotheses, 
prioritization of modeling techniques that are more appropriate for prediction (e.g. using continuous independent variables 
rather than categorical) and, ultimately, advancement towards a more general understanding of the natural world.

The objective of science is to understand the natural world. 
Prediction is the only way to demonstrate scientific under-
standing. These two assertions should guide all scientific 
disciplines including ecology, but there is little evidence in 
the recent ecological literature that prediction is playing 
anything but a peripheral role (Hooten and Hobbs 2015).

Since the Open Science Collaboration (2015) published 
its report on reproducibility in psychology there has been 
heightened concern about the reliability of scientific findings 
in psychology and, more broadly, in science. Reproducibility 
is, at its essence, about how well a model obtained from one 
study can be applied to independent data – usually those 
data will have been collected at a different time or place and 
maybe even in different ways. Ecology is not immune to this 
problem and while there is no general panacea, a renewed 
commitment to prediction would mitigate many of the 
issues around reproducibility.

In this paper we discuss the fundamental importance 
of evaluating models based on their predictive abilities. 

We do not suggest that this is a novel concept (indeed, 
it is the essence of the scientific method), but rather that 
the critical link between prediction and understanding has 
not been widely acknowledged. Even Rob Peter’s paean to 
prediction ‘A critique for ecology’ did not make a direct link 
between prediction and understanding (Peters 1991). The 
result is that prediction is not at the core of today’s ecological 
research, and further, that this omission acts to retard the 
growth of ecology. We provide suggestions for raising the 
status of prediction in ecology and discuss important ques-
tions that will need to be addressed to accomplish this. Our 
hope is that this paper stimulates discussion on the role of 
prediction in ecology and leads to increased emphasis on 
predictive testing.

Prediction and scientific understanding

Prediction is often used as a synonym for forecasting (i.e. 
predicting the future) but here we define prediction more 

Ecology, with a few exceptions, has abandoned prediction and therefore the ability to demonstrate understand-
ing. Here we address how this has inhibited progress in ecology and explore how a renewed focus on prediction 
would benefit ecologists. The lack of emphasis on prediction has resulted in a discipline that tests qualitative, 
imprecise hypotheses with little concern for whether the results are generalizable beyond where and when the data 
were collected. A renewed commitment to prediction would allow ecologists to address critical questions about 
the generalizability of our results and the progress we are making towards understanding the natural world.
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broadly – a prediction is any statement about what an 
unknown quantity or state was, is, or will be, based solely on 
a putative understanding of how natural systems work. We 
define scientific understanding as a mechanistic understand-
ing of how natural systems operate.

Predictions arise from theory – a scientist’s proposed 
description of how natural systems work. Without theories 
and the models that arise from them there are no predic-
tions. Here again, we use a very broad definition of ‘model’ 
– a model is any description of how the natural world might 
work. Models can take many forms – they can be verbal 
descriptions, physical constructs, logical relationships or 
mathematical equations, but any potentially useful model 
must make predictions about some unknown state of the 
natural world. For example, the statement that large areas 
contain more species than small areas is a model of how the 
world works and it allows us to make predictions about the 
relative number of species in different sized areas.

species richness  1.43  area0.20

is also a model of how the world works with respect to 
patch size and species richness but one with more infor-
mation content that makes more precise predictions about 
the number of species that will be found in a patch of a 
particular size.

Any scientific claim that research has increased our 
understanding of the natural world implies that the research 
has resulted in a model that is a better representation of how 
natural systems operate than previous models. But how do 
we demonstrate the claim of increased understanding? Only 
by making better predictions. That is the foundation on 
which this paper stands.

One key point to emphasize is that prediction is nec-
essary for ‘demonstrating’ understanding not ‘acquiring’ 
understanding. However, claims of understanding shouldn’t 
be accepted without demonstration. There is no doubt that 
we can learn how the natural world works from descriptive 
studies – it would be difficult to make the argument that 
mapping the human genome has not contributed to scientific 
understanding – but the understanding from this kind of 
work can’t be demonstrated without making predictions to 
new data.

Prediction and ecology

Many disciplines, including remote sensing (Congalton 
and Green 2009), sound recognition (Jurafsky and Martin 
2008), financial forecasting (Zhang 2009), disease prognosis 
(Taktak and Fisher 2007), and meteorology (LeTreut 1995) 
recognize the importance of assessing their understanding 
with prediction. However, there are few examples in ecology 
of repeated and rigorous tests of ecological models on new 
data.

A hallmark of ecological research is that we test coarse 
hypotheses that have relatively low information content. 
Connell’s (1961) paper on marine intertidal zonation is a 
classic in ecology but what were the take-home messages of 
Connell and how have they contributed to our understand-
ing of how the world works? The key findings are, 1) the 
distribution of Chthamalus was affected by competition with 

Balanus, 2) predation by starfish reduced the effect of Balanus 
on Chthamalus (presumably because starfish preferred to eat 
Balanus), 3) zonation occurred because Chthamalus could 
establish higher on the shoreline than Balanus and avoid 
competition with Balanus. These are all qualitative state-
ments with relatively low information content but of greater 
concern is that we don’t know how well these findings pre-
dict general patterns for these taxa in intertidal systems let 
alone providing general understanding about how ecological 
systems work.

It is not that concern with prediction has been absent 
in ecology. One of ecology’s greatest success stories – 
modeling the relationship between aquatic nutrient levels 
and primary productivity – combined theoretical predic-
tive models (Vollenweider and Dillon 1974), large-scale 
experiments that demonstrated causality (Schindler 1974), 
and observational data (Sakamoto 1966, Dillon and Rigler 
1975) to demonstrate generality. None of this required 
sophisticated statistical techniques – the Vollenweider 
models were mathematically simple (requiring only data on 
loading, lake depth and flushing rate), the models examin-
ing the relationship between phosphorus and chlorophyll 
a were simple linear regressions and the predictions in the 
whole-lake manipulation were demonstrated with a pho-
tograph. Each piece was compelling because they made 
risky predictions that were confirmed. This understanding 
has resulted in the development of public policy in many 
countries around nutrient inputs. More recently, Bahn and 
McGill (2013) and Wenger and Olden (2012) explicitly 
address the issue of assessing the transferability of habitat 
occupancy models. Bahn and McGill demonstrated that 
performance of models predicting bird abundance or occu-
pancy declined as training and test data became increasingly 
independent and as the information content of predictions 
increased. Wenger and Olden (2012) developed models 
to predict the presence/absence of two invasive fish spe-
cies (brook and brown trout) in US streams. They spatially 
partitioned their training and test data so that training and 
test data were not only independent but from different 
geographic regions and built models that had very good 
predictive power on the data the models were built from, 
but much poorer predictive power for areas from different 
geographic regions.

The research done on fundamental ecological ques-
tions such as ‘How does species richness affect productiv-
ity?’ and ‘How does population density affect population 
fluctuations?’ are much more representative of the state 
of ecological research. These questions have been studied 
intensively for more than 50 years but there isn’t even a  
clear consensus about how species richness affects 
productivity (Mittelbach et  al. 2001, Whitaker 2010, 
Adler et  al. 2011) or whether population density is an 
important driver of population fluctuations (Inchausti 
and Halley 2001) let alone quantitative understanding of 
these relationships. A classic paper by Tilman and Down-
ing (1994) examined the diversity–productivity relation-
ship and used an experimental design that would have 
allowed for quantitative predictions, but the authors chose 
to interpret their results qualitatively. The quantitative 
predictions that arise from their models have never been 
tested on independent data.
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It has been suggested that prediction matters more 
in applied than basic research because there is some 
practical application (Freckleton 2004). A 2012 issue 
of Philosophical Transaction of the Royal Society (B) – 
Predictive ecology: systems approaches – did an admirable 
job of presenting a case for increased emphasis on predic-
tion in ecology (Evans et  al. 2012, Evans 2012, Grimm 
and Railsback 2012) but even here the explicit focus was 
on the applied value of prediction (Evans 2012, Sutherland 
and Freckleton 2012). We have often heard bright, 
accomplished ecologists say that prediction is important 
for applied questions but relatively less important for 
basic questions where our primary concern is understand-
ing; as if, prediction and understanding are separate and 
independent concepts. In fact, prediction should have a 
central role in all ecological research and be recognised as 
inextricably intertwined with understanding.

Our recommendations are consistent with a standard 
interpretation of the scientific method but they are not 
consistent with how the scientific method is generally 
practiced in ecology. For example, they fit comfortably 
into a Popperian framework. Popper insisted that the dif-
ference between science and non-science was the existence 
of falsifiable predictions that follow deductively from a 
hypothesis. He also asserted that risky predictions contain-
ing a lot of information are better than safe predictions 
containing little information. What often gets lost in the 
focus on Popperian falsification is that Popper understood 
very well that the objective of science was NOT to identify 
all the incorrect hypotheses/models – it was to identify the 
correct ones. Popper believed that you could demonstrate a 
lack of understanding with a single falsifying event but he 
also believed that to convincingly demonstrate understand-
ing one must repeatedly make correct and information-rich 
predictions. In ecology, Popper’s position on falsification 
via very strong tests has mutated into falsification via the 
weak test of failing to reject the null and his commitment 
to repeated tests is routinely ignored. So, we believe Popper 
would have said that demonstrating understanding is a slow 
and iterative process that relies exclusively on correct and 
risky predictions. 

Why do not ecologists predict more?

One key reason is institutional – funding agencies, academic 
journals and research institutions place a high priority on 
novelty. Indeed, both NSF and NSERC explicitly identify 
novelty as a key criterion in funding decisions. There is little 
room for applying already developed models to new datasets 
in a research setting that places a high priority on novelty. 
Similarly, the top journals such as Nature and Science 
publish only novel research and also explicitly identify nov-
elty as a criterion in evaluating manuscripts. Since academic 
positions rest primarily on a scientist’s ability to publish, 
to publish in high impact journals and to secure research 
funding, novelty becomes a critical factor in acquiring and 
being successful at, a research position. The result is that 
ecologists have disincentives to test models on new data.

A second reason is that most ecological research is not 
held to rigorous public scrutiny because it is not seen as 
being relevant to the general public. When scientific 

research has important health or economic implications 
the impetus for demonstrating real understanding is strong 
– when we get it wrong on cures for cancer the public is 
aware and unhappy. When we get it wrong on the effect 
of intra-specific competition on population fluctuations 
few people care. So, ecological research that addresses prac-
tical problems (e.g. harvesting a fish stock sustainably or 
conserving the right type and amount of habitat to protect 
a SARA listed species) is more often compelled to show 
that their models work. That said, ecology’s standard for 
demonstrating understanding should not be set by public 
perception.

A third reason is that ecologists do not predict because 
when we do it reveals how little we understand about the 
natural world. Nature is complex and does not lend itself to 
accurate and precise predictions. It is widely believed that 
the dynamics of ecological systems are inherently complex 
– that the abundances in time and space of living organisms 
depend on an enormous number of variables and that these 
relationships are often non-linear – and as a result they are 
always going to be difficult to predict. This is an understand-
able but unacceptable reason for not making predictions.  
It may be that ecologists will rarely be able to make accu-
rate and precise predictions but, if this is true, we need to 
know it. 

Model selection and parsimony

Models arise from theory and differ in essentially just three 
ways: 1) variables, 2) functional relationships between 
independent and dependent variables, and 3) parameter 
estimates. Model selection involves choosing among models 
that differ in the variables, functional relationships and 
parameter estimates.

If prediction were central in ecology model selection 
would be done very differently. First, model selection would 
involve out-of sample data (i.e. data that were not used to 
inform the model being tested). Second, the quality of the 
best current model would be evaluated based on the differ-
ence between predicted values and out-of-sample observa-
tions. Common statistics used to assess model fit, such as 
the coefficient of determination (R2) or root mean squared 
error (rmse), are often interpreted as estimating the predic-
tive ability of a model, but given the way they are typically 
implemented, these types of in-sample statistics quantify 
only the fit of the model to the data that generated that 
model. These metrics are notoriously bad at estimating how 
well a model predicts out-of-sample data (Picard and Cook 
1984, Bahn and McGill 2013). Traditional approaches to 
model selection (AIC, p-values, root mean squared error) 
that are carried out on in-sample data would come prior 
to prediction evaluation and be used to distill the set of 
all possible models down to a manageable subset to be 
tested against out-of-sample data. Third, model transfer-
ability (Wenger and Olden 2012, Godsoe et  al. 2015) – 
how well models generalise to new contexts (e.g. different 
times, places or taxa) – would become a central question in 
ecology. Transferability is critical to understanding because 
understanding without transferability is not as valuable. In 
particular, without temporal transferability, our understand-
ing is ephemeral and transient.
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2. How well do we understand what causes changes in a 
response variable Y?
When prediction is at the core of a discipline, predictive 
ability can be used to quantify understanding. This requires 
estimating prediction error with full knowledge and with  
no knowledge, and then measuring where we sit on that 
continuum. Defining full knowledge and no knowledge are 
thorny but soluble problems (Fig. 2).

3. What is the rate of scientific progress in a particular 
discipline?
One reasonable way to measure the progress of science is 
by how our understanding of the natural world improves, 
and we measure that improved understanding by how well 
our predictions improve. Conceptually, this makes measur-
ing scientific progress relatively straightforward – a 10% 
increase in predictive accuracy implies a 10% increase 
in understanding. In practice, it implies identifying all 
the phenomena that a discipline attempts to explain and 
estimating improvement in predictive accuracy across all 
phenomena (Fig. 3).

4. What is the upper limit on model predictive ability?
The upper limit on predictive ability is set by measure-
ment error if we assume that true stochasticity doesn’t exist  
(Fig. 4). Thus, the upper limit will vary depending on the 
variables in the model and how the variables are being mea-
sured. Understanding the upper limits on predictive ability 
would prevent ecologists from continuing to try and improve 
models that were already close to maximum predictive ability 
given the constraints imposed by measurement error. 

Parsimony holds a hallowed place in model selection. 
In ecology, simplicity is accorded inherent value (Marquet 
et  al. 2014) when, in fact, there is no logical reason to 
believe that simple models are closer to the truth than com-
plex models (Pearl 1978). Parsimony often has enormous 
practical value but claims of inherent value have relatively 
little support. Simplicity/parsimony has practical value for 
two primary reasons: 1) when using finite data to construct 
and test theory, parsimony, used systematically and rigor-
ously, will often increase the probability of approaching the 
‘true’ underlying process (Grunwald 2007). This is because, 
when data are limited, complex models are more likely to 
capture idiosyncrasies of the data rather than true underlying 
processes. However, this problem is entirely due to limita-
tions the data impose on our ability to detect the underlying 
process, rather than on any inherent value of simple models. 
2) When making predictions in an applied context it may 
be useful to simplify the description of natural processes to 
lower the costs of acquiring the inputs necessary to make 
predictions. Both of these are practical constraints – one 
imposed by limited data and the other by limited resources. 
There is no inherent value in choosing a simple theory that is 
far from the truth over a complex one that is close to it.

Questions that are rarely addressed in ecology but 
are essential if prediction is the focus or ‘Figures we 
have never seen in ecology’

1. How does predictive ability/understanding decay with 
distance in space or time?
Ideally, models of the natural world predict equally well at 
any place in space or moment in time but this is unlikely 
to be true for most models. For example, a model of fish 
abundance constructed or parameterized using data from 
lakes in Wisconsin would be expected to have better predic-
tive ability for other nearby lakes in Wisconsin, worse for 
lakes in Minnesota, and worse yet for lakes in California. 
We have never seen an ecological study that has quantita-
tively addressed the effect of spatial, temporal or taxonomic 
distance on transferability (Fig. 1). Petchey et  al. (2015) 
explicitly discussed the concept of predictive horizons – that 
is, the spatial, temporal, and taxonomic distances at which 
models are transferable – but we have not seen the questions 
addressed empirically in ecology. These questions are funda-
mental when prediction is at the core of a discipline. 

Figure 1. Hypothetical relationship between spatial or temporal 
distance and prediction error.

Figure 2. Hypothetical temporal trend in understanding of a single 
phenomenon (as measured by improved predictive accuracy).

Figure 3. Hypothetical temporal trend in understanding in a 
discipline (as measured by improved predictive accuracy).
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samples are required to maintain the reliability of parame-
ter estimates, and therefore, there can be a practical value to 
parsimony that has nothing to do with any inherent value 
of simplicity.

Test-data problem
We have suggested that models should be assessed based on 
their ability to predict out-of-sample data. However, the size 
and quality of the test data is a consideration. How much 
testing is enough? If the training set is much larger or mea-
sured with much more precision and accuracy than the test 
set, should out-of-sample results be preferred? Probably not, 
but it’s not clear where or how to draw that line. While these 
issues are discussed in other fields (i.e. the study of “big  
data”, Hastie et  al. 2009), we see this as an area ripe for 
research in the ecological sciences.

The ‘gold standard’ problem
Can we identify a gold standard for test data? That is, can we 
develop a library of datasets that will be used only to assess 
which models are best, a library of datasets that will be used 
as our yardstick for measuring what we understand about the 
natural world?

We have identified a handful of problems associated with 
a greater emphasis on prediction and as prediction increas-
ingly becomes the diagnostic of understanding we suspect 
the list will grow. We believe the problems identified above 
are serious but tractable. 

How prediction should change the way we do 
ecology

We should develop more mature (i.e. quantitative) 
hypotheses
One hallmark of an immature discipline is the prepon-
derance of qualitative hypotheses. Ecology has a long and 
continuing tradition of null hypothesis statistical testing 
(NHST) and the problems associated with NHST have 
been well documented (Anderson et  al. 2000). However, 
one weakness that gets relatively little attention is that 
null hypothesis testing usually implies testing qualitative 
hypotheses (e.g. when patch size gets larger species rich-
ness will increase). Such qualitative models are legitimate 
and can increase our understanding but only in a limited 
way because they have relatively low information content. 
A maturing discipline must move beyond such qualitative 
coarse predictions to riskier, more quantitative, precise 
predictions, sensu Popper. 

We should identify modelling techniques that are most 
appropriate for prediction
For example, we should avoid using categorical indepen-
dent variables to represent variables that are continuous 
(Cottingham et al. 2005). For most ecologists, experimental 
designs fall into one of two categories: predictor variables 
are categorical or continuous. Ecology has a long tradition 
of using categorical independent variables in controlled 
experiments even when the independent variables were 
clearly continuous variables. However, if the objective of 
an experiment is to develop a model that can be used to 
make predictions (and it almost always should be), then you 

Problems associated with prediction

We see a commitment to prediction as key to accelerating 
progress in ecology; however, we acknowledge that there 
are problems associated with emphasizing prediction that 
deserve discussion.

Prediction is necessary but not sufficient to prove 
understanding
Simply because one variable is a good predictor of another 
doesn’t mean that we understand the causal relationship 
between the two variables. We could make good out-of-
sample predictions when the independent variables have no 
causal effect but are correlated with the true drivers. This 
is where experiments have their greatest value. However, 
we point out that experimentation is not the only way to 
provide evidence of causality. Consider the many theories 
which have never been tested experimentally, or for which 
experimentation is impossible, but for which we feel a 
strong casual mechanistic understanding exists (e.g. plan-
etary orbits, that smoking causes cancer in humans, etc.). 
The literature on causal modelling is deep (Grace 2006, 
Pearl 2009a, b) and well beyond the scope of this article; 
however, linking mechanistic understanding to accurate 
predictions is an important future challenge facing ecolo-
gists (McGill and Nekola 2010). But it must be preceded by 
an acceptance that prediction is the first step to demonstrat-
ing understanding.

The bias-variance problem
While it may seem counter-intuitive, the model which 
makes the best predictions on out-of-sample data may not 
contain all the true drivers or capture the true functional 
relationships among variables. This is because of the bias-
variance tradeoff – all other things being equal, for each 
additional parameter that has to be estimated, the preci-
sion of all parameter estimates declines (Hastie et al. 2009). 
So, while you may be estimating the right parameters, your 
estimates of the parameters are increasingly unreliable 
and potentially the model that has more of the true driv-
ers (albeit poorer estimates of the parameters associated 
with the variables) will make poorer predictions. This has 
implications for our argument regarding model parsimony: 
while we see no inherent value in lower dimensional mod-
els, as model dimensionality increases, greater numbers of 

Figure 4. Hypothetical limits that measurement error could set on 
predictive ability.
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systems work but they rarely describe how they have done 
that let alone provide evidence for the assertion. We have 
identified seven legitimate avenues towards progress in 
understanding the natural world. That is, types of science 
that fit into the prediction framework.

Identifying a novel pattern that needs explanation.1)	
Developing theoretical models that identify new 2)	
variables/functional relationships to test.
Improving measurement accuracy and precision.3)	
Estimating the effects of new variables on predictive ability.4)	
Estimating the effects of novel functional relationships 5)	
on predictive ability.
Estimating the effects of new parameter estimates on 6)	
predictive ability.
Using experiments or structural causal models (Pearl 7)	
2009a, b) to address mechanism/cause.

These seven types include most approaches published in 
ecological journals so it does not separate good science from 
bad, but it does force us to confront the type of science 
we are using and whether the research is likely to make a 
substantive contribution to increased understanding. For 
example, if we have a long list of unexplained patterns is 
there a need for more descriptive work? 

Conclusion and summary

Our central thesis can be stated in three main points:
1) prediction is the only way to demonstrate understand-

ing and therefore is essential and should be at the core of any 
scientific discipline,

2) predictions should be validated with independent data 
from natural systems,

3) precise, quantitative (i.e. risky) predictions are the 
hallmark of a mature discipline and ecologists should strive 
to make or test precise quantitative predictions to move our 
field forward.

No working scientist would dispute that prediction is 
important. The fundamental difference here is the asser-
tion that only prediction can demonstrate scientific under-
standing. That without prediction there is no evidence of 
understanding. That, in practice, without evidence of 
understanding there is no understanding. Our fundamental 
concern is with the distance between how important pre-
diction is and how important ecologists perceive it to be; 
the distance between what we do and what we need to do 
to make progress in ecology. And finally, it is the distance 
between the role that ecology could play in people’s lives and 
the role that it does play.
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